Poisson-Nernst-Planck models for three ion species: Monotonic profiles vs. oscillatory profiles
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Abstract

We consider ionic flows through an ion channel via a quasi-one-dimensional classical Poisson-Nernst-Planck model. The specific biological setup involves ionic solutions with three ion species and the permanent charge is set to be zero. It is known that, for ionic flows with two ion species, the spatial profiles of the electric potential and the ion concentrations are monotonic, independent of boundary conditions. For ionic flows with three or more ion species with at least three different valences, depending on the boundary conditions, the profiles could be oscillatory. In this work, for ionic mixtures with two cation species of different valences and one anion species, we will provide a complete classification in terms of boundary conditions on when the profiles are monotonic and when they are oscillatory. This would be an important step for studies including nonzero permanent charges.
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1 Introduction

1.1 A brief background of ion channels and ionic flows

Ionic flow, migration of charged particles, is essential for living organisms. Moving through membrane channels, ionic flows provide communications between cells to coordinate with each other for biological functions (see [15, 16, 17, 18, 19, 42, 45]). Protein structures of ion channels can be viewed as nano valves for life (see, e.g., [5, 8, 9, 22]). Ionic flow properties are major concerns of physiological ion channels and are controlled by the nonlinear interplay among permanent charges (protein structure), transmembrane electric potential, and boundary concentrations of ion species involved. Ionic flow through ion channels is a special electrodiffusion process with a number of specifics. It is a problem with multiple interacting physical parameters and presents multi-scales too (see [1, 10, 11, 27, 28, 38, 39, 40, 41, 50]).
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While experimental technology of ionic flow properties has been constantly advanced since the time of Hodgkin and Huxley, the current-voltage (I-V) relation defined in (1.5) below remains to be the major experimental measurement of ionic flows (see, e.g., [2, 4, 7, 23]). The I-V relation is an input-output type information of an average effect of physical parameters on ionic flows; in particular, it is still not possible to “measure/observe” internal dynamical behaviors of ionic flows, such as, the spatial profiles of the electric potential and the ionic concentrations. This limitation of experiments makes it difficult for researchers to extract quantitative information or identify characteristics from experimental data that are critical for classifying general behaviors/phenomena and understanding underlying mechanisms of ionic flows.

The aforementioned challenges strongly suggest the importance and uniqueness of mathematical models and analysis and numerical simulations as complementary tools to the physiological theory and experiments. Mathematical study could provide deep correspondences from the multiple parameters involved to the internal dynamics and to properties of ion channels, at least for the simplified settings used in many biological experiments. The basic primitive models for ionic flows are the Poisson-Nernst-Planck (PNP) type models and have been analyzed and simulated extensively. The geometric singular perturbation theory, relying crucially on special structures of the PNP models, has been developed in [11, 24, 27, 28, 32], which allows a systematical study of several ion channel problems in [3, 12, 20, 25, 26, 29, 33, 34, 47, 48].

In this work, we consider a quasi-one-dimensional classical Poisson-Nernst-Planck (cPNP) system for ionic flow involving three ion species with different valences. Our focus is on basic behaviors of internal dynamics; that is, the monotonicity of the spatial profiles of the electric potential and the ion concentrations. In the case of zero permanent charge, it is known that the spatial profile of the electric potential is monotonic (see, e.g., [28, 32]) and, for ionic flows with two ion species, the spatial profiles of the ion concentrations are also monotonic, independent of boundary conditions (see, e.g., [1, 11, 24, 26, 27, 30, 32, 46, 49]). On the other hand, for ionic flows with three or more ion species with at least three different valences, depending on the boundary conditions, the profiles of the ionic concentrations could be oscillatory (see, e.g., [28, 32]). For ionic mixtures with three species (two cation species of different valences and one anion species), we will provide more or less explicit criteria in terms of boundary conditions for monotonic profiles and oscillatory profiles of the ionic concentrations. This would be a first step for studies including nonzero permanent charges (see, e.g., [44]).

1.2 A quasi-one-dimensional model

For ionic solution involving \( n \) types of ion species, a quasi-one-dimensional stationary PNP model is (see, e.g., [31, 35])

\[
\frac{1}{\mathcal{A}(X)} \frac{d}{dX} \left( \varepsilon_r(X) \varepsilon_0 \mathcal{A}(X) \frac{d\Phi}{dX} \right) = -e_0 \left( \sum_{s=1}^{n} z_s C_s + \mathcal{Q}(X) \right)
\]

\[
\frac{d\mathcal{J}_k}{dX} = 0, \quad -\mathcal{J}_k = \frac{1}{k_B T} \mathcal{D}_k(X) \mathcal{A}(X) C_k \frac{d\mu_k}{dX}, \quad k = 1, 2, \ldots, n,
\]

where \( X \in [a, b] \) is the coordinate along the longitudinal axis of the channel, \( \mathcal{A}(X) \) is the cross-section area of the channel over \( X \), \( \varepsilon_r(X) \) is the relative dielectric coefficient,
\( \varepsilon_0 \) is the vacuum permittivity, \( e_0 \) is the elementary charge, \( Q(X) \) is the permanent charge density, \( k_B \) is the Boltzmann constant, \( T \) is the absolute temperature; \( \Phi \) is the electric potential, and, for the \( k \)-th ion species, \( z_k \) is the valence (the number of charges per particle), \( C_k \) is the concentration, \( J_k(X) \) is the flux density through the cross-section over \( X \), \( D_k(X) \) is the diffusion coefficient, and \( \mu_k \) is the electrochemical potential depending on \( \Phi \) and \( C_k \).

The electrochemical potential \( \mu_k = \mu_{k}^{id} + \mu_{k}^{ex} \) consists of the ideal component \( \mu_{k}^{id} \) and the excess component \( \mu_{k}^{ex} \). The ideal component \( \mu_{k}^{id} \) is given by

\[
\mu_{k}^{id} = z_k e_0 \Phi + k_B T \ln \frac{C_k}{C_0},
\]

and accounts for point-charge effect, where \( C_0 \) is a characteristic concentration. The excess component \( \mu_{k}^{ex} \) accounts for finite sizes of ions that is not completely understood but has been approximated and tested extensively (see, e.g., \([6, 13, 14, 21, 24, 36, 37, 43]\)). The classical PNP (cPNP) model deals only with the ideal component \( \mu_{k}^{id} \).

Associated to system (1.1), we consider boundary conditions, for \( k = 1, 2, \ldots, n \),

\[
\Phi(a) = V, \quad C_k(a) = L_k > 0; \quad \Phi(b) = 0, \quad C_k(b) = R_k > 0.
\]

For boundary conditions, one often imposes the electroneutrality conditions to avoid sharp boundary layers (see, e.g., \([47, 48]\) for a reason)

\[
\sum_{s=1}^{n} z_s L_s = \sum_{s=1}^{n} z_s R_s = 0.
\]

A major quantity from lab experiments is the \( I-V \) (current-voltage) relation defined, in terms of solutions of the boundary value problem (BVP) (1.1) and (1.3), as follows. For fixed \( L_k \)'s and \( R_k \)'s, a solution \( (\Phi, C_k, J_k) \) of the BVP will depend on the voltage \( V \) only. The stationary current (the flow rate of charges), \( \mathcal{I} \), is given by

\[
\mathcal{I} = \sum_{s=1}^{n} z_s J_s(V; \{L_k\}, \{R_k\}).
\]

1.3 The dimensionless quasi-one-dimensional PNP model

For convenience of mathematical analysis of the BVP (1.1) and (1.3), we will work on a dimensionless form. Let \( C_0 \) be a characteristic concentration of the problems, for example,

\[
C_0 = \max_{1 \leq k \leq n} \{L_k, R_k, \sup_{X \in [0,l]} |Q(X)|\}.
\]

Set

\[
\mathcal{D}_0 = \max_{1 \leq k \leq n} \{\sup_{X \in [0,l]} D_k(X)\} \quad \text{and} \quad \varepsilon_r = \sup_{X \in [0,l]} \varepsilon_r(X).
\]
Let
\[ x = \frac{X - a}{b - a}, \quad A(x) = \frac{A(X)}{(b-a)^2}, \quad D_k(x) = \frac{D_k(X)}{D_0}, \quad Q(x) = \frac{Q(X)}{C_0}, \]
\[ \bar{\varepsilon}_r(x) = \frac{\varepsilon_r(X)}{\bar{\varepsilon}_r}, \quad \varepsilon^a = \frac{\varepsilon_r \varepsilon_0 k_B T}{\varepsilon_0^a (b-a)^2 C_0}, \quad \bar{\mu}_k = \frac{1}{k_B T} \mu_k, \]
\[ \phi(x) = \frac{e_0}{k_B T} \Phi(X), \quad c_k(x) = \frac{C_k(X)}{C_0}, \quad J_k = \frac{J_k}{(b-a) C_0 D_0}. \]

In terms of the new variables, the BVP (1.1) and (1.3) with \( \mu_k = \mu_k^{id} \) given in (1.2) becomes the following quasi-one-dimensional classical PNP:
\[ \frac{\varepsilon^2}{A(x)} \frac{d}{dx} \left( \bar{\varepsilon}_r(x) A(x) \frac{d}{dx} \phi \right) = -\sum_{s=1}^{n} z_s c_s - Q(x), \]
\[ \frac{dJ_k}{dx} = 0, \quad -J_k = D_k(x) A(x) \frac{dc_k}{dx} + D_k(x) z_k c_k A(x) \frac{d\phi}{dx}, \quad k = 1, 2, \ldots, n. \]
with the boundary conditions
\[ \phi(0) = V = \frac{e_0}{k_B T} V, \quad c_k(0) = l_k = \frac{L_k}{C_0}; \quad \phi(1) = 0, \quad c_k(1) = r_k = \frac{R_k}{C_0}. \]

The electroneutrality boundary conditions in (1.4) and the I-V relation (1.5) read now
\[ \sum_{s=1}^{n} z_s l_s = \sum_{s=1}^{n} z_s r_s = 0 \quad \text{and} \quad I = \sum_{s=1}^{n} z_s J_s(V; \{l_k\}, \{r_k\}). \]

The quasi-one-dimensional cPNP system (1.6) is a simplest PNP type model for ionic flow. The purpose of this paper is to provide a detailed analysis to the BVP (1.6) and (1.7) for \( n = 3 \) with \( z_1 > z_2 > 0 > z_3 \) and with zero permanent charge \( Q = 0 \). This work is based on the result in [32] on the existence and uniqueness of solutions of the BVP (1.6) and (1.7) recalled below. We remark that, in [32], the authors assume \( A(x) = 1 \) for simplicity. The result can be easily extended to general \( A(x) \) and we will provide the result without details. It should become clear from the rest of the paper that the BVP (1.6) and (1.7) even with \( Q = 0 \) is already quite involved. We believe that the analysis provided in this paper will become a fundamental step and be useful for further studies of more sophisticated PNP models that take into consideration of permanent charges and ion sizes for ionic solutions with three and more ion species.

The rest of the paper is organized as follows. In Section 2, we review the relevant general result in [32] that this paper is based upon and identify our main concerns in this paper in terms of zeros of a meromorphic function \( g(z) \) defined by boundary conditions. Section 3 focuses on three ion species and contains the main results (Propositions 3.5, 3.6, and 3.8) as well as detailed analyses on the zeros of \( g(z) \) to determine boundary conditions for monotonic or oscillatory spatial profiles of ionic concentrations. In Section 4, we provide explicit formulas for fluxes and current in terms of boundary conditions and the zeros of \( g(z) \). We expect that these explicit formulas could be very useful for further studies on ionic flow properties.
2 Relevant results from [32] on the BVP (1.6) and (1.7)

We now recall some relevant results in [32]. In [32], it took a uniform cross-section area $A(x) = 1$. We will state the result for general $A(x)$ and comment on the differences it makes in the proofs in [32] at the end of this discussion. In the following, we assume

(A1) $z_1, z_2, \ldots, z_n$ are nonzero and distinct, $\bar{e}_r(x) = 1$, $Q(x) = 0$, and $D_k(x) = 1$ for all $k$;

(A2) $L = (l_1, l_2, \ldots, l_n)^T \neq 0$, $R = (r_1, r_2, \ldots, r_n)^T \neq 0$, $(l_k, r_k) \neq (0, 0)$ for any $k$, and $V > 0$.

Remark 2.1. Regarding the assumption that $V > 0$ in (A2), we first comment that, if $V = 0$, then the solution of the BVP (1.6) and (1.7) is given by

$$\phi(x) = 0, \quad c_k(x) = \left(1 - \frac{H(x)}{H(1)}\right)l_k + \frac{H(x)}{H(1)}r_k, \quad J_k = \frac{1}{H(1)}(r_k - l_k),$$

where $H(x) = \int_0^x A^{-1}(s)ds$. So we will not include this case in the remaining study.

Secondly, the BVP (1.6) and (1.7) has the apparent symmetry with respect to the change $x \rightarrow 1 - x$. In particular, the problem with $V < 0$ can be converted to that with $V > 0$ as in (A2).

For $Q = 0$, the authors of [32] applied the geometric singular perturbation framework developed in [28] to reduce the BVP (1.6) and (1.7) to a singular connecting problem and the singular connecting problem is shown to be equivalent to: determining a (column) vector $f \in \mathbb{R}^n$ so that the matrix $D(f) = \Gamma - fb^T$, where $\Gamma = \text{diag} \{z_1, z_2, \ldots, z_n\}$ and $b = (z_1^2, z_2^2, \ldots, z_n^2)^T$, satisfies

$$R = e^{VD(f)}L$$

and, for $C(\tau) = e^{VD(f)\tau}L \in \mathbb{R}^n$, $\tau \in [0, 1]$,

$$c_k(\tau) \geq 0 \text{ for } k = 1, 2, \ldots, n.$$

We note that the matrix $D(f)$ determines $f$ uniquely. It turns out the special structure of $D(f)$ allows its eigenvalues to determine $f$ (and hence $D(f)$) uniquely too. In fact, one has

**Theorem 2.1** (Theorem 3.1, [32]). Suppose $\lambda_1, \ldots, \lambda_p$ are distinct eigenvalues of $D(f)$ with algebraic multiplicities $s_1, \ldots, s_p$ (so that $s_1 + s_2 + \ldots + s_p = n$). Then

$$f_j = \frac{1}{b_j} \frac{\prod_{k=1}^p (z_j - \lambda_k)^{s_k}}{\prod_{1 \leq k \leq n, k \neq j} (z_j - z_k)} \text{ for } j = 1, 2, \ldots, n.$$

Let $g : \mathbb{C} \rightarrow \mathbb{C}$ be the meromorphic function given by

$$g(z) = \sum_{k=1}^n \frac{z_{k}^2 r_k}{z_k - z} - ez \sum_{k=1}^n \frac{z_{k}^2 l_k}{z_k - z}. \quad (2.1)$$
Set
\[ P_1 = \{ k \in \{1, 2, \ldots, n\} : r_k \neq e^{V_z k} l_k \}, \]
\[ P_2 = \{ k \in \{1, 2, \ldots, n\} : r_k = e^{V_z k} l_k \}. \]

Then, \( P_1 \) and \( P_2 \) form a partition of \( \{1, 2, \ldots, n\} \), that is,
\[ P_1 \cap P_2 = \emptyset \quad \text{and} \quad \{1, 2, \ldots, n\} = P_1 \cup P_2. \]

For \( k \in P_1 \), \( z_k \) is a simple pole of \( g(z) \) and, for \( k \in P_2 \), \( z_k \) is a removable singularity of \( g(z) \). Let \( m = \#(P_1) \) be the number of elements in \( P_1 \). Then \( n - m = \#(P_2) \).

For any integer \( p \geq 0 \), define the (open) stripe \( S_p \) in \( \mathbb{C} \) as
\[ S_p = \{ z = x + iy : y \in \left( -(2p + 1)\pi/V, (2p + 1)\pi/V \right) \}. \]

**Theorem 2.2** (Theorem 3.5, [32]). The meromorphic function \( g(z) \) has infinite many zeros. More precisely, for each integer \( p \geq 0 \), \( g(z) \) has exactly \( m + 2p \) zeros (counting multiplicities) in the stripe \( S_p \); in particular, \( g(z) \) has exactly \( m \) zeros in the stripe \( S_0 \) and, for any \( p \geq 1 \), \( g(z) \) has exactly one pair of complex conjugate zeros in \( S_p \backslash S_{p-1} \), one in each connected component.

Since \( g(z) \) has exactly \( m \) zeros (counting multiplicities) in the stripe \( S_0 \), the total number of zeros (counting the multiplicities) and removable singularities of \( g(z) \) in the stripe \( S_0 \) is exactly \( n \).

Let \( \lambda_1, \lambda_2, \ldots, \lambda_p \) with multiplicities \( s_1, s_2, \ldots, s_p \) be all the zeros and the removable singularities of \( g(z) \) in \( S_0 \). Necessarily, \( s_1 + s_2 + \ldots + s_p = n \). It turns out \( \lambda_j \)'s (counting the multiplicities) are exactly the eigenvalues of \( D := D(f) \). Then the unique singular orbit is determined by
\[ \phi(\tau) = V - \tau V, \quad C(\tau) = e^{V D \tau} L, \quad H(x(\tau)) = V I^{-1} \int_0^T b^T C(s) \, ds, \quad (2.2) \]
where \( \tau \) is an intermediate variable such that \( x(1) = 1 \). Furthermore, with \( J = I f \),
\[ J = \frac{V}{H(1)} \int_0^1 \Gamma e^{V D s} L \, ds - R + L, \quad I = \sum_{s=1}^n z_s J_s = \frac{V}{H(1)} \int_0^1 b^T e^{V D s} L \, ds, \]
where \( \Gamma = \text{dig}\{z_1, z_2, \ldots, z_n\} \) and \( b^T = (z_1^2, z_2^2, \ldots, z_n^2) \) are introduced previously when \( D(f) \) is defined.

Note that if \( A(x) = 1 \), then \( H(x) = x \) and (2.2) is nothing but the formula (2.16) in [32]. For general \( A(x) \), the only difference is, for example, in display (2.14) in [32], there is an extra factor \( A^{-1}(w) \) on the left-hand side of the \( w \)-equation, which leads to the function \( H(x(\tau)) \) on the left-hand side of (2.2).

### 3 Zeros of the function \( g(z) \) in (2.1) for \( n = 3 \)

It is noticed that \( \lambda = 0 \) is always a zero of \( g(z) \) (and hence, an eigenvalue of \( D \)) due to the electroneutrality boundary conditions \( \sum_{s=1}^n z_s I_s = \sum_{s=1}^n z_s r_s = 0 \). For \( n = 2 \), the other eigenvalue of \( D \) must be real too – in fact it is \( V^{-1}(\ln r_1 - \ln l_1) \). This is the
reason for the spatial profiles of ionic concentrations to be monotonic for \( n = 2 \). It is thus interesting to know, for \( n \geq 3 \), when there are complex conjugate eigenvalues and, most importantly, what the implications are to ionic flows. Our interest for \( n = 3 \) in this paper is reduced to determine when the other two eigenvalues are real and when they are complex (necessarily as a conjugate pair).

As mentioned above, we will consider \( n = 3 \) with \( z_1 > z_2 > 0 > z_3 \), which includes the cases for ion mixtures with \( \text{Ca}^{++} \), \( \text{Na}^{+} \) and \( \text{Cl}^{-} \), and with \( \text{Ca}^{++} \), \( \text{K}^{+} \) and \( \text{Cl}^{-} \). We will work with the function \( g(z) \).

### 3.1 Preparations

For ease of notation, we introduce

\[
P_z = \prod_{j=1}^{3} z_j, \quad S_l = \sum_{j=1}^{3} l_j, \quad S_r = \sum_{j=1}^{3} r_j, \quad \Lambda_l = \sum_{j=1}^{3} z_j^2 l_j, \quad \Lambda_r = \sum_{j=1}^{3} z_j^2 r_j.
\]

We first make some technical preparations.

**Lemma 3.1.** The function \( g(z) \) in (2.1) can be written as

\[
g(z) = z \tilde{g}(z) \quad \text{where} \quad \tilde{g}(z) = \sum_{j=1}^{3} \frac{z_j r_j}{z_j - z} - eVz \sum_{j=1}^{3} \frac{z_j l_j}{z_j - z}.
\]

**Proof.** It follows from the electroneutrality boundary conditions

\[
\sum_{j=1}^{3} z_j r_j = \sum_{j=1}^{3} z_j l_j = 0
\]

that

\[
\sum_{j=1}^{3} \frac{z_j^2 r_j}{z_j - z} = \sum_{j=1}^{3} \frac{z_j(z_j - z) r_j + z z_j r_j}{z_j - z} = z \sum_{j=1}^{3} \frac{z_j r_j}{z_j - z}
\]

and

\[
\sum_{j=1}^{3} \frac{z_j^2 l_j}{z_j - z} = z \sum_{j=1}^{3} \frac{z_j l_j}{z_j - z}.
\]

The statement is a direct consequence. \( \square \)

Obviously, the other zeros \( \lambda_2 \) and \( \lambda_3 \) of \( g(z) \) under consideration are just those of \( \tilde{g}(z) \). We introduce

\[
h(z) = \frac{1}{\Lambda_l} \tilde{g}(z) \prod_{j=1}^{3} (z - z_j).
\]

Note that, for \( k \in \{1, 2, 3\} \), \( z_k \) is a removable singularity of \( g \) (an eigenvalue of \( D \)) if \( r_k = eVz k l_k \). In this case, \( z_k \) is a zero of \( h(z) \). Thus,

**Proposition 3.2.** The other two eigenvalues \( \lambda_2 \) and \( \lambda_3 \) of \( D \) are exactly the zeros of \( h(z) \) in the stripe \( S_0 \).
Lemma 3.3. The function $h$ can be expressed as

$$h(z) = (z - m_t)e^{Vz} - \rho(z - m_r), \quad (3.1)$$

where

$$m_t = -\frac{S_t}{\Lambda_t}P_z > 0, \quad m_r = -\frac{S_r}{\Lambda_r}P_z > 0, \quad \rho = \frac{\Lambda_r}{\Lambda_l} > 0.$$

Proof. First of all,

$$\prod_{j=1}^{3}(z_j - z)\sum_{j=1}^{3}\frac{z_{j1}r_{j1}}{z_j - z} = z_1(z_2 - z)(z_3 - z)r_1 + z_2(z_1 - z)(z_3 - z)r_2 + z_3(z_1 - z)(z_2 - z)r_3$$

$$= \prod_{j=1}^{3}z_j \sum_{j=1}^{3}r_j - z(z_1(z_2 + z_3)r_1 + z_2(z_1 + z_3)r_2 + z_3(z_1 + z_2)r_3) + z^2\sum_{j=1}^{3}z_{j1}r_{j1}.$$

Since $\sum_{j=1}^{3}z_{j1}r_{j1} = 0$ and

$$z_1(z_2 + z_3)r_1 + z_2(z_1 + z_3)r_2 + z_3(z_1 + z_2)r_3 = \sum_{j=1}^{3}z_{j1}\sum_{j=1}^{3}r_{j1} - \sum_{j=1}^{3}z_{j1}^2r_{j1} = -\Lambda_r,$$

one has

$$\prod_{j=1}^{3}(z_j - z)\sum_{j=1}^{3}\frac{z_{j1}r_{j1}}{z_j - z} = P_zS_r + \Lambda_r z.$$

Similarly,

$$\prod_{j=1}^{3}(z_j - z)\sum_{j=1}^{3}\frac{z_{j1}l_{j1}}{z_j - z} = P_zS_l + \Lambda_l z.$$

The formula (3.1) for $h(z)$ then follows. \qed

Lemma 3.4. The following relations hold.

$$\begin{bmatrix} l_1 \\ l_2 \\ l_3 \end{bmatrix} = \begin{bmatrix} \frac{z_1\Lambda_r + P_z S_r}{z_1(z_1 - z_2)(z_1 - z_3)} \\ \frac{z_2\Lambda_r + P_z S_r}{z_2(z_2 - z_1)(z_2 - z_3)} \\ \frac{z_3\Lambda_r + P_z S_r}{z_3(z_3 - z_1)(z_3 - z_2)} \end{bmatrix}$$

and

$$\begin{bmatrix} r_1 \\ r_2 \\ r_3 \end{bmatrix} = \begin{bmatrix} \frac{z_1\Lambda_r + P_z S_r}{z_1(z_1 - z_2)(z_1 - z_3)} \\ \frac{z_2\Lambda_r + P_z S_r}{z_2(z_2 - z_1)(z_2 - z_3)} \\ \frac{z_3\Lambda_r + P_z S_r}{z_3(z_3 - z_1)(z_3 - z_2)} \end{bmatrix},$$

or equivalently,

$$\begin{bmatrix} l_1 \\ l_2 \\ l_3 \end{bmatrix} = \Lambda_l \begin{bmatrix} \frac{z_1 - m_t}{z_1(z_1 - z_2)(z_1 - z_3)} \\ \frac{z_2 - m_t}{z_2(z_2 - z_1)(z_2 - z_3)} \\ \frac{z_3 - m_t}{z_3(z_3 - z_1)(z_3 - z_2)} \end{bmatrix}$$

and

$$\begin{bmatrix} r_1 \\ r_2 \\ r_3 \end{bmatrix} = \Lambda_r \begin{bmatrix} \frac{z_1 - m_r}{z_1(z_1 - z_2)(z_1 - z_3)} \\ \frac{z_2 - m_r}{z_2(z_2 - z_1)(z_2 - z_3)} \\ \frac{z_3 - m_r}{z_3(z_3 - z_1)(z_3 - z_2)} \end{bmatrix}.$$
where
\[ W = \begin{bmatrix} 1 & 1 & 1 \\ z_1 & z_2 & z_3 \\ z_2^2 & z_2^2 & z_3^2 \end{bmatrix}. \]

Simple calculations yield
\[ W^{-1} = \begin{bmatrix} \frac{1}{(z_1-z_2)(z_1-z_3)} & 0 & 0 \\ 0 & \frac{1}{(z_2-z_1)(z_2-z_3)} & 0 \\ 0 & 0 & \frac{1}{(z_3-z_1)(z_3-z_2)} \end{bmatrix} \begin{bmatrix} z_2 z_3 & -(z_2 + z_3) & 1 \\ z_1 z_3 & -(z_1 + z_3) & 1 \\ z_1 z_2 & -(z_1 + z_2) & 1 \end{bmatrix}. \]

The relations claimed then follow directly. The range for \( m_l \) and \( m_r \) is a consequence of \( l_j \geq 0 \) and \( r_j \geq 0 \).

### 3.2 Roots of \( h(z) = 0 \) in the stripe \( S_0 \)

Recall that we assume \( V > 0 \). To characterize \( \lambda_2 \) and \( \lambda_3 \), we consider three cases:

- **Case (a):** \( m_r = m_l \)
- **Case (b):** \( m_r < m_l \)
- **Case (c):** \( m_r > m_l \)

#### 3.2.1 Cases (a) and (b)

For these two cases, \( \lambda_2 \) and \( \lambda_3 \) are real; more precisely, we have

**Proposition 3.5.** For Case (a) where \( m_l = m_r \), one has

\[ h(z) = (z - m_l)(e^{Vz} - \rho) \]

and it has two real zeros

\[ \lambda_2 = m_l \quad \text{and} \quad \lambda_3 = \frac{\ln \rho}{V} \begin{cases} > 0, & \text{if } \rho > 1 \\ = 0, & \text{if } \rho = 1 \\ < 0, & \text{if } \rho < 1 \end{cases}. \]

For Case (b) where \( m_r < m_l \), \( h(z) \) has two distinct real roots \( \lambda_2 \) and \( \lambda_3 \) satisfying

\[
\begin{cases}
\lambda_2 < 0, & \text{if } \rho m_r < m_l \\
\lambda_2 = 0, & \text{if } \rho m_r = m_l \\
0 < \lambda_2 < m_r, & \text{if } \rho m_r > m_l \\
\lambda_3 > m_l 
\end{cases}
\]

**Proof.** For Case (a), one has \( h(z) = (z - m_l)(e^{Vz} - \rho) \). The claim then follows. For Case (b), we rewrite \( h(z) = 0 \) as \( h_l(z) = h_r(z) \) where

\[ h_l(z) = \frac{1}{\rho} e^{Vz} \quad \text{and} \quad h_r(z) = \frac{z - m_r}{z - m_l}. \]

The statement follows easily from the graphs of \( h_l(z) \) and \( h_r(z) \) shown in Figure 1. \( \square \)
Figure 1: Graphs in Case (b) $m_r < m_l$: first for $\rho m_r < m_l$, second for $\rho m_r = m_l$, third for $\rho m_r > m_l$
3.2.2 Case (c) where \( m_r > m_l \)

We split this case into three subcases:

\[
(c1) \quad \rho m_r < m_l; \quad (c2) \quad \rho m_r = m_l; \quad \text{and} \quad (c3) \quad \rho m_r > m_l.
\]

For Subcases (c1) and (c2), we have the following result.

**Proposition 3.6.** For Subcase (c1), \( h(z) = 0 \) has two real roots \( \lambda_2 \) and \( \lambda_3 \) with

\[
\lambda_2 < 0 < \lambda_3 < m_l.
\]

For Subcase (c2), \( h(z) = 0 \) has two real roots \( \lambda_2 \) and \( \lambda_3 \) with

\[
\begin{cases}
\lambda_2 < 0 \text{ and } \lambda_3 = 0, & \text{if } V < \frac{1}{m_l} - \frac{1}{m_r} \\
\lambda_2 = 0 \text{ and } \lambda_3 = 0, & \text{if } V = \frac{1}{m_l} - \frac{1}{m_r} \\
\lambda_2 = 0 \text{ and } 0 < \lambda_3 < m_l, & \text{if } V > \frac{1}{m_l} - \frac{1}{m_r}.
\end{cases}
\]

**Proof.** For Subcase (c1) where \( m_r > m_l \) and \( \rho m_r < m_l \), the graphs of \( h_l(z) \) and \( h_r(z) \) are plotted in Figure 2. Due to the fact that \( 1/\rho > m_r/m_l \), in this subcase \( h(z) = 0 \) always has two real roots \( \lambda_2 \) and \( \lambda_3 \) with \( \lambda_2 < 0 < \lambda_3 < m_l \).

![Figure 2: Graphs of Subcase (c1) \( m_r > m_l \) and \( \rho m_r < m_l \)](image)

For Subcase (c2) where \( m_r > m_l \) and \( \rho m_r = m_l \), the graphs of \( h_l(z) \) and \( h_r(z) \) are plotted in Figure 3. In this subcase \( h(z) = 0 \) has two real roots, at least one of which must be zero. Now

\[
h'_l(0) = \frac{V}{\rho} = \frac{V m_r}{m_l}, \quad h'_r(0) = \frac{m_r - m_l}{m_l^2}.
\]

Clearly, if \( h'_l(0) < h'_r(0) \), then another root is negative, if \( h'_l(0) = h'_r(0) \), then 0 is a double root, and if \( h'_l(0) > h'_r(0) \), then another root is positive. The statement then follows. \( \square \)
Figure 3: Graphs in Subcase (c2) $\rho m_r = m_l$: first for $V < \frac{1}{m_l} - \frac{1}{m_r}$, second for $V = \frac{1}{m_l} - \frac{1}{m_r}$, third for $V > \frac{1}{m_l} - \frac{1}{m_r}$

It remains to consider Subcase (c3) where $m_r > m_l$ and $\rho m_r > m_l$. To state the result for this subcase, we introduce several quantities:

$$t = 2 + V(m_r - m_l) + \sqrt{2 + V(m_r - m_l)}^2 - 4,$$

$$\rho(t) = \frac{1}{t} \exp \left( \frac{t^2 - \left( 1 + \frac{m_r}{m_l} \right) t + \frac{m_r}{m_l}}{\left( \frac{m_r}{m_l} - 1 \right) t} \right).$$

(3.2)

Recall that we assume $V > 0$. The next result can be established easily.

**Lemma 3.7.** One has

$$t > 1, \quad V = \frac{(t - 1)^2}{(m_r - m_l)t} \quad \text{and} \quad \rho(t) < \rho(1/t).$$

Furthermore,

(i) if $0 < V < 1/m_l - 1/m_r$, then $1 < t < m_r/m_l$ and $\rho(t)$ is strictly decreasing;

(ii) if $V > 1/m_l - 1/m_r$, then $t > m_r/m_l$ and $\rho(t)$ is strictly increasing.
(iii) For \( t > 1 \), \( \rho(1/t) \) is strictly increasing in \( t \), and

\[
\lim_{t \to \infty} \rho(1/t) = \infty \quad \text{and} \quad \lim_{t \to 1} \rho(1/t) = 1.
\]

The main result contained in the next proposition is on the nature of \( \lambda_2 \) and \( \lambda_3 \) for this subcase.

**Proposition 3.8.** Consider Subcase (c3) where \( m_r > m_l \) and \( \rho m_r > m_l \).

(I) Concerning double roots \( \lambda_2 = \lambda_3 \), one has

(i) For \( V \in \left(0, \frac{1}{m_l} - \frac{1}{m_r}\right) \) or \( t \in \left(1, \frac{m_l}{m_r}\right) \), if \( \rho = \rho(t) \), then \( \rho \in \left(\frac{m_l}{m_r}, 1\right) \) and there is a negative double root; if \( \rho = \rho(1/t) \), then \( \rho \in \left(1, \frac{m_l}{m_r} e^{\frac{m_r}{m_l} - \frac{m_l}{m_r}}\right) \) and there is a double root in the interval \((m_r + m_l, \infty)\).

(ii) For \( V \in \left(\frac{1}{m_l} - \frac{1}{m_r}, \infty\right) \) or \( t \in \left(\frac{m_l}{m_r}, \infty\right) \), if \( \rho = \rho(t) \), then \( \rho \in \left(\frac{m_l}{m_r}, \infty\right) \) and there is a positive double root in the interval \((0, m_l)\); also, there exists \( t_0 > \frac{m_l}{m_r} \) such that \( \rho \in \left(\frac{m_l}{m_r}, 1\right) \) when \( t \in \left(\frac{m_l}{m_r}, t_0\right) \) and \( \rho \in [1, \infty) \) when \( t \in [t_0, \infty) \); if \( \rho = \rho(1/t) \), then \( \rho \in \left(\frac{m_l}{m_r} e^{\frac{m_r}{m_l} - \frac{m_l}{m_r}}, \infty\right) \) and there is a double root in the interval \((m_r, m_r + m_l)\);

(iii) For \( V = \frac{1}{m_l} - \frac{1}{m_r} \) or \( t = \frac{m_r}{m_l} \), if \( \rho = \rho(t) = m_l/m_r \), then \( \lambda_2 = \lambda_3 = 0 \), which is shown in Subcase (c2); if \( \rho = \rho(1/t) = \frac{m_r}{m_l} e^{\frac{m_r}{m_l} - \frac{m_l}{m_r}} \), then the double root is \( m_r + m_l \).

(II) If \( \rho \in (\rho(t), \rho(1/t)) \), then \( h(z) = 0 \) has a pair of complex conjugate roots.

(II) Concerning distinct real roots \( \lambda_2 \) and \( \lambda_3 \), one has

(i) for \( \rho > \rho(1/t) \), \( h(z) = 0 \) has two distinct positive roots \( \lambda_2, \lambda_3 > m_r \);

(ii) if \( \frac{m_l}{m_r} < \rho < \rho(t) \), then \( h(z) = 0 \) has two negative roots for \( 0 < V < \frac{1}{m_l} - \frac{1}{m_r} \) and two positive roots in \((0, m_l)\) for \( V > \frac{1}{m_l} - \frac{1}{m_r} \).

**Proof.** (I). We first consider the possible double root situation of \( h(z) = 0 \). This happens when \( z \) satisfies

\[
h_l(z) = h_r(z), \quad h_l'(z) = h_r'(z),
\]

that is,

\[
\frac{1}{\rho} e^{Vz} = \frac{z - m_r}{z - m_l}, \quad \frac{V}{\rho} e^{Vz} = \frac{m_r - m_l}{(z - m_l)^2}.
\]

Substituting the first equation into the second one, we have

\[
V \frac{z - m_r}{z - m_l} = \frac{m_r - m_l}{(z - m_l)^2}
\]

or

\[
z^2 - (m_r + m_l)z + m_l m_r - \frac{m_r - m_l}{V} = 0,
\]
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which has two roots

\[ \zeta_{1,2} = m_r + m_l \pm \sqrt{(m_r + m_l)^2 - 4 \left( m_l m_r - \frac{m_r - m_l}{V} \right)} \]

In order to have \( \lambda_2 = \lambda_3 = \zeta_j \) for \( j = 1 \) or \( 2 \), \( \zeta_j \) must satisfy

\[ \frac{1}{\rho} e V \zeta_j = \zeta_j - m_r \quad \text{and} \quad \frac{V}{\rho} e V \zeta_j = \frac{m_r - m_l}{(\zeta_j - m_l)^2}. \]  

(3.3)

Let us first consider the smaller root \( \zeta_1 \).

\[ \zeta_1 = m_r + m_l - \sqrt{(m_r + m_l)^2 - 4 \left( m_l m_r - \frac{m_r - m_l}{V} \right)} = m_l - \frac{1}{V} \left( 1 - \frac{1}{t} \right) \]  

(3.4)

where \( t \) is given in (3.2).

From the graphs of \( h_l(z) \) and \( h_r(z) \) in Figure 4, one has \( \zeta_1 < m_l \), which is also obvious from the last expressions in (3.4). From the first expression in (3.4), one has

\[ \begin{cases} 
\zeta_1 < 0, & \text{if } V < \frac{1}{m_l} - \frac{1}{m_r} \\
\zeta_1 = 0, & \text{if } V = \frac{1}{m_l} - \frac{1}{m_r} \\
0 < \zeta_1 < m_l, & \text{if } V > \frac{1}{m_l} - \frac{1}{m_r}
\end{cases} \]

It follows from the first condition in (3.3) that, if \( \zeta_1 = 0 \), then \( \rho = m_l/m_r \), which contradicts to \( \rho m_r > m_l \). Therefore, for \( V = 1/m_l - 1/m_r \), \( h(z) = 0 \) cannot have double roots. Note that this situation is covered in Subcase (c2).

Next we analyze the other two situations: \( V < \frac{1}{m_l} - \frac{1}{m_r} \) and \( V > \frac{1}{m_l} - \frac{1}{m_r} \). From Lemma 3.7,

\[ V = \frac{(t - 1)^2}{(m_r - m_l)t}. \]  

(3.5)
Hence, using the second relation in (3.3) with $\zeta_1$ and (3.4),

$$\rho = \frac{1}{t} \exp\left(\frac{m_l t^2 - (m_l + m_r) t + m_r}{(m_r - m_l) t}\right) = \frac{1}{t} \exp\left(\frac{t^2 - \left(1 + \frac{m_r}{m_l}\right) t + \frac{m_r}{m_l}}{(\frac{m_r}{m_l} - 1) t}\right) =: \rho(t),$$

which is the same as the one defined in (3.2). Clearly if $t := t(V)$ is viewed as a function of $V$, it is strictly increasing.

When $0 < V < 1/m_l - 1/m_r$, from Lemma 3.7, one has $1 < t < m_r/m_l$, and $\rho(t)$ is a strictly decreasing function of $t$ as well as $V$ on the given interval. Moreover, one has $m_l/m_r < \rho(t) < 1$. Therefore, we have the following one-to-one relations

$$\rho \in \left(\frac{m_l}{m_r}, 1\right) \iff V \in \left(0, \frac{1}{m_l} - \frac{1}{m_r}\right) \iff t \in \left(1, \frac{m_r}{m_l}\right).$$

Using (3.4) and (3.5), one can write

$$\zeta_1 = m_l - m_r - m_l \frac{t - \frac{m_r}{m_l}}{t - 1} =: \zeta_1(t), \quad (3.6)$$

that is, $\zeta_1$ can be viewed as a strictly increasing function of $t$, therefore also a strictly increasing function of $V$. This shows the first part of (i).

When $V > 1/m_l - 1/m_r$, from Lemma 3.7, one has $t > m_r/m_l > 1$ and $\rho(t)$ is a strictly increasing function of $t$ as well as $V$, satisfying $m_r/m_l < \rho(t) < \infty$. Again, this exhibits the one-to-one relations

$$\rho \in \left(\frac{m_l}{m_r}, \infty\right) \iff V \in \left(\frac{1}{m_l} - \frac{1}{m_r}, \infty\right) \iff t \in \left(m_r/m_l, \infty\right).$$

On the given interval of $V$, $\zeta_1$ is the double root of $h(z) = 0$, that is,

$$\lambda_2 = \lambda_3 = \zeta_1 \in (0, m_l).$$

Again, $\zeta_1$ is a strictly increasing function of $t$ as well as $V$.

Because $m_l/m_r < 1$ and $\rho(t)$ is increasing for $t > m_r/m_l$, there must be a unique $t_0 \in (m_r/m_l, \infty)$ such that $\rho(t_0) = 1$. Thus, $t_0$ must be a root of the equation

$$t = \exp\left(\frac{t - \frac{m_r}{m_l}}{(\frac{m_r}{m_l} - 1) t}\right). \quad (3.7)$$

It is obvious that $m_l/m_r < \rho(t) < 1$ when $m_r/m_l < t < t_0$ and $1 \leq \rho(t) < \infty$ when $t_0 \leq t < \infty$. This proves the first part of (ii).

Note that (3.7) has two roots, one is $t_0$ and the other is 1. Note that both $\rho$ and $\zeta_1$ can be considered as functions of $V$ as well. Since

$$\frac{dV}{dt} = \frac{t^2 - 1}{(m_r - m_l)t^2},$$
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Figure 5: Graphs in Subcase (c3) \( pm_r > m_l \) in larger double root situation

one has

\[
\frac{d\rho}{dV} = \frac{m_l(t - \frac{m_r}{m_l})}{t(t - 1)} \exp \left( \frac{m_r}{m_l} - 1 \right) t \left( t - 1 \right) \] , \quad \frac{d\zeta_1}{dV} = \frac{d\zeta_2}{d \zeta_1(t - 1)} = \frac{(m_r - m_l)^2 t^2}{(t - 1)^3(t + 1)}.
\]

Now for the larger root \( \zeta_2 \), we have

\[
\zeta_2 = m_l + \frac{t - 1}{V} = m_r + \frac{1}{V} \left( 1 - \frac{1}{t} \right),
\]

where \( t \) is defined in (3.2). Since \( t > 1 \) (Lemma 3.7), one has \( \zeta_2 > m_r \) (see also Figure 5). From the first relation of (3.3) and using (3.5) one has

\[
\rho = t \exp \left( \frac{m_r t - m_l}{m_r - m_l} \right) = t \exp \left( \frac{m_r - m_l}{m_r - m_l} \right) = \rho(1/t),
\]

where \( \rho(t) \) is defined in (3.2) as well. Observe that with (3.5),

\[
\zeta_2 = m_r + \frac{m_r - m_l}{t - 1} = m_r + \frac{m_r t - m_l}{t - 1} = \zeta_1(1/t),
\]

where \( \zeta_1(t) \) is defined in (3.6). From Lemma 3.7, \( \rho(1/t) \) is strictly increasing for \( t > 1 \), or equivalently for \( V > 0 \), and \( 1 < \rho(1/t) < \infty \) for \( 1 < t < \infty \). This shows the one-to-one relations

\[
\rho \in (1, \infty) \longleftrightarrow V \in (0, \infty) \longleftrightarrow t \in (1, \infty).
\]

The second parts of both (i) and (ii) then follow from the properties of \( \rho(1/t) \) and \( \zeta_1(1/t) \).

Also, we have \( d\zeta_2/dt = d\zeta_1(1/t)/dt = -(m_r - m_l)/(t - 1)^2 \) and

\[
\frac{d\rho(1/t)}{dV} = \frac{m_l \left( \frac{m_r}{m_l} t - 1 \right)}{t - 1} \exp \left( \frac{m_r}{m_l} - 1 \right) t \left( t - 1 \right) \] , \quad \frac{d\zeta_2}{dV} = -\frac{(m_r - m_l)^2 t^2}{(t - 1)^3(t + 1)}.
\]
To summarize, for \( h(z) = 0 \) to have a nonzero double real root, that is, \( \lambda_2 = \lambda_3 \neq 0 \), it is necessary that \( m_r > m_l \) and \( \rho m_r > m_l \).

(II) From Lemma 3.7, one has \( \rho(t) < \rho(1/t) \) for \( t > 1 \) or \( V > 0 \). For \( \rho \) and \( V \) in the region given by the inequalities \( \rho(t) < \rho < \rho(1/t) \), the equation \( h(z) = 0 \) does not have a real root. See Figure 6. So it has a pair of complex conjugate roots \( \lambda_2 \) and \( \bar{\lambda}_2 \).

(III) It can be seen from Figure 7 that, if

\[
\frac{m_l}{m_r} < \rho < \rho(t),
\]

then \( h(z) = 0 \) has two real roots, either both are negative or both are positive, depending on whether \( V < \frac{1}{m_l} - \frac{1}{m_r} \) or \( V > \frac{1}{m_l} - \frac{1}{m_r} \). The properties also follow from the continuity of the roots of \( h_l(z) = h_r(z) \) corresponding to \( \rho \) and the results in (i) and (ii) of Subcase (I) when \( \rho = \rho(t) \). Note that 0 cannot be a root of \( h_l(z) = h_r(z) \) when \( \rho > \frac{m_l}{m_r} \).

Similarly, in the case that \( \rho > \rho(1/t) \), one can show that \( h(z) = 0 \) has two positive real roots \( \lambda_2, \lambda_3 > m_r \). See also Figure 8.

For Case (c), the relations between \( \rho \) and \( V \) as well as the roots of \( h(z) = 0 \) are plotted in Figure 9.
Figure 7: Graphs in Subcase (c3) $m_l/m_r < \rho < \rho(t)$: real roots with same sign

Figure 8: Graphs in Subcase (c3) $\rho > \rho(1/t)$: real roots $\lambda_2, \lambda_3 > m_r$

4 Fluxes and current for $n = 3$ in terms of $\lambda_j$’s

In this section, we will provide formulas for the fluxes and the total current for convenience of future study on dependences of these key quantities on the boundary conditions, etc.

Recall that, under the electroneutrality boundary conditions, $\lambda_1 = 0$ is always a root of $g(z) = 0$. Let $\lambda_2$ and $\lambda_3$ be the other two roots of $g(z) = 0$ in the stripe

$$S_0 = \{ z = x + iy : \ y \in (-\pi/V, \pi/V) \}.$$

As given at the end of Section 2, we have $J = If$, and from Theorem 2.1, $f =$
Figure 9: Case (c) ($m_r > m_l$): relation between $\rho$ and $V$ and zeros of $h(z)$

$(f_1, f_2, f_3)^T$ with

\[
 f_1 = \frac{1}{z_1} \frac{(z_1 - \lambda_2)(z_1 - \lambda_3)}{(z_1 - z_2)(z_1 - z_3)},
 f_2 = \frac{1}{z_2} \frac{(z_2 - \lambda_2)(z_2 - \lambda_3)}{(z_2 - z_1)(z_2 - z_3)},
 f_3 = \frac{1}{z_3} \frac{(z_3 - \lambda_2)(z_3 - \lambda_3)}{(z_3 - z_1)(z_3 - z_2)}.
\]

From Proposition 3.13 in [32], one has

- if $\lambda_2 \neq 0$ and $\lambda_3 \neq 0$, then
  \[
  I = \frac{1}{H(1)\lambda_2\lambda_3} (S_l - S_r) P_z; \tag{4.1}
  \]

- if 0 is a double eigenvalue and the third eigenvalue is $\lambda \neq 0$, then
  \[
  I = -\frac{1}{H(1)\lambda} \left( \sum_{j=1}^3 \frac{l_j - r_j}{z_j} + V S_l \right) P_z.
  \]

The second formula can be simplified as follows. Note that, when 0 is a double eigenvalue, in addition to $\sum_{j=1}^3 z_j l_j = \sum_{j=1}^3 z_j r_j = 0$, one has $\rho m_r = m_l$, or
equivalently, $S_l = S_r$, and together, they imply that

$$ P_z \sum_{j=1}^{3} \frac{l_j - r_j}{z_j} = z_2 z_3 (l_1 - r_1) + z_1 z_3 (l_2 - r_2) + z_1 z_2 (l_3 - r_3) $$

$$ = (z_1 z_2 + z_1 z_3 + z_2 z_3) (S_l - S_r) - z_1 (z_2 (l_2 - r_2) + z_3 (l_3 - r_3)) $$

$$ - z_2 (z_1 (l_1 - r_1) + z_3 (l_3 - r_3)) - z_3 (z_1 (l_1 - r_1) + z_2 (l_2 - r_2)) $$

$$ = z_1^2 (l_1 - r_1) + z_2^2 (l_2 - r_2) + z_3^2 (l_3 - r_3) = \Lambda_l - \Lambda_r. $$

Therefore,

$$ I = -\frac{1}{H(1)} \left( \Lambda_l - \Lambda_r + V S_l P_z \right). $$

Furthermore, using $h(\lambda) = 0$ with $S_l = S_r$, one has

$$ S_l P_z = \frac{\lambda}{e^{V\lambda} - 1} \Lambda_r - \frac{\lambda e^{V\lambda}}{e^{V\lambda} - 1} \Lambda_l, $$

which gives, from the previous formula,

$$ I = \frac{V}{H(1)} \left( (1 - p(V\lambda)) \Lambda_l + p(V\lambda) \Lambda_r \right), \quad (4.2) $$

where

$$ p(x) = \frac{e^x - x - 1}{x(e^x - 1)}. $$

Since

$$ p'(x) = -\frac{(e^x - 1)^2 - x^2 e^x}{x^2 (e^x - 1)^2} = -(e^x + e^{-x} - 2 - x^2) \frac{e^x}{x^2 (e^x - 1)^2} $$

and $e^x + e^{-x} - 2 - x^2 \geq 0$ with the equality holding true only when $x = 0$, $p(x)$ is a strictly decreasing function. By defining

$$ p(0) = \lim_{x \to 0} p(x) = \frac{1}{2}, $$

the function $p(x)$ is continuous on $(-\infty, \infty)$. Since $p(x)$ is strictly decreasing and $p(-\infty) = 1, p(\infty) = 0$, one has $0 < p(x) < 1$ for any $x$.

One simple consequence of (4.2) is that $I$ and $V$ have the same sign and the value of $I$ lies between $\frac{V \Lambda_l}{H(1)}$ and $\frac{V \Lambda_r}{H(1)}$.

Since $\lim_{x \to 0} p(x) = 1/2$, by taking the limit with $\lambda \to 0$ in (4.2) we have the formula for the case when 0 is a triple eigenvalue of $D$:

$$ I = \frac{V}{2H(1)} \left( \Lambda_l + \Lambda_r \right). $$

A different form of representation for $I$ is given as follows.

**Proposition 4.1.** Suppose the other two eigenvalues $\lambda_2$ and $\lambda_3$ are nonzero and $\lambda_2 \neq \lambda_3$. Then,

$$ I = \frac{V}{H(1)} \left( \frac{e^{V\lambda_2} - e^{V\lambda_3}}{e^{V\lambda_2} - e^{V\lambda_3}} \Lambda_r + \frac{e^{V\lambda_2} e^{V\lambda_3} - 1}{e^{V\lambda_2} - e^{V\lambda_3}} \Lambda_l \right). $$
Proof. Note that, for \( j = 2, 3 \),

\[
e^{V \lambda_j} = \frac{\Lambda_r \lambda_j + S_r P_z}{\Lambda_l \lambda_j + S_l P_z}.
\]

Then, one has the identity

\[
\frac{e^{V \lambda_2} - e^{V \lambda_3}}{e^{V \lambda_2} - e^{V \lambda_3}} \Lambda_r + \frac{e^{V \lambda_2} e^{V \lambda_3} - e^{V \lambda_2} e^{V \lambda_3}}{e^{V \lambda_2} - e^{V \lambda_3}} \Lambda_l.
\]

The claimed formula then follows from (4.1).

Note that if we multiply the common denominator on both sides of (4.3), then the resulting identity holds true for any two zeros of \( g(z) \), not necessarily those inside the stripe \( S_0 \).
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